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Pattern analysis refers to the use of digital computers for
=8 y& I's 1orx

Pattern Recognition and Image Processing (PRIP). On line imagery

data needs to be stored on disks and fastly retrieved for PRIP
applications. An effective pictorial information system requires
both capabilities of efficiently manzaging and of fastly analyzing
imagery.data. This article presents a systemétic approach to
developing a special—purpose computer architecture for pfocessing
pictorial information. This approach integrates both pattern—
anélysis and image—dafabase—management capabilities into a unified
design for the said pﬁrposes. The'integrated desigﬁ is aimed gt
the development of g real-time and interaétive computer system

for processing multi-dimensional information.

A state-of-the-art assessment is preéented on various pattern-
analysis machines constructed or being reported in the literature.
We shall exémine special database machines suggested for handling
imagery-data., Receﬁt efforts on VLSI hardware approaches to
implemehting PRIP algorithms and to brocessing image queries will
be discussed. “The integrated architectural approach is initiated
by the PUMPS architecture currently under development at Purdue
University1r2. We shall identify the desired architectural features,
processing languages, image databases, and underlying VLSI computiing

structures for developing such intelligent computer systems.




PATTERN-ANALYSIS COMPUTERS

A typical pattern—analysis system consists of four processing
stages as depicted.in Fig.1l. The filteriﬁg stage includes image
operations like smoothing, enhancement, reétoration, edgé detection,
and segmentation, etc. Raw images are reduced ﬁo segmented patterns

by this initial stage. The second stage is for feature extraction,
g

which furtber redunces the segmented image to a small set of feature

vectors. Clustering technigues may be applied at this stage. The

third stage is for pattern classification, which recognizes the
membership of extracted features among kpnown patterﬁ classes. The

fourth stage is for pattern understanding, which performs structural/

texture analysis, shape discrimipation, and 3—-dimensional scene
analysis to produce a brief description and precise interpretation

of the pattern infOrmation3145548,49151_

Conventional Singieulnstruction_and Single—Data Stream (SISD)
computers are‘primarily designed to prScess o;e—diménsional strings
of aiphanumerical data. To process multi-dimensional infbfmation
on SISD computers requires image coding and picture transformatioq
(such as projection, registration, ete.)S. Sequential machines
cannot efficiently exploit parallelism embeddedrin most PRIP
operations. On the other hand, large-parallei-computers,-such as

Single-Instruction Multi-Data Stream (SIMD) array processors and
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Multi-Instruction and Multi-Data stream (MIMD) multiprocessors,

may not be mecessarily cost—effectivé in implementing simple and
fepetitive image operatiomns over very iafge anﬁ, sometimes, dyna-
mically changiné image databases.

An adeguate pattefn—analysis computer is expected to perform
at least 100 megaflops with a memory bandwidth of at least 256
megabytes for applicatiens in the 1880's, and many require to have
processing power of 1000 megaflops or bhigher for thosg applications
in the 1990's. Two excellent survey on special computer
architectures for PRIP have been gi%en by Fu? and By Danielsson
and Levialdi®.

ARCHILECTURAL REQUIREMERTS -

Identlfled below are desmred archltectural characterlstlcs
and _Lunctlonal featUTES: of existing patuern—analySLS computers.
" We focus on the 1nterp1ay btetween computer architectures and PRIP
appllcatlons.. In general a PRIP computer should be Teatured with
as-many of the followiné éapabilitles as pOSSlble: h |
(55 To explore‘sﬁatial parallelism, =z ﬁattern;analysis compufer
may be equipped with réplicated arithmetic/Jogic units operat-
' ing sypnchronously in STMD mode. Moreover, high degree of
pipeliniﬁg (temporal parallelism) is deéiredﬂfor overlapped

snstruction execution and pipelined vector arithmetic®,%7,

Laps o ee



[

(b)

(c)

(d)

(e

Séme PRIP co@puﬁers choose a multiprocessor configuration to
support asynchronous computations in MIMD mode. Data flow
multiprocessor systems have been also suggested for PRIP or
Artificial Intelligence'computations7. | |
Hierarchical memory system 1is needed-for image storage and
manipulafion. Large main memory with fast image cache must
be employed to alleviate the problem of image data overflow.
Fast and intelligentlI/O and sensing devices are needed for
intéractive pattern analysis and image gquery processings.
Special image databéée management systems or.image database
machines are demanded for fast image information re?rievél.
Toward this end, some high-level picture description/mani-
pﬁlation lansuages need to be developed, in addition to
developing 1image query 1anguagesg’10:ll.

PRIP computers should fully utilizé state—-of-the-art hard-
ware coﬁponent, and available software packages. Dedicated
VLSITdevices'are needed for PRIP at signal-processing level
and at symbol—manipulafiou level. Special VLSI pattern
redognizers and image filtering chips are needed for fast

image/picture construction, thresholding, FFT, histogram

‘analysis, feature selection, and syntax analysi512:13314.




EXISTING SYSTEM ARCEHITECTOURES
The architectures of PRIP machines can be dividsd into three

- categories: SIMD array processors, pipelined vector processors,

and MIMD multiprocessor systems. Summarized in Table 1 are various

pattern-znalysis computers, their architectural configurations,
and reported applications.

The use of an SIMD array of Processing Elements (PEs) for

y15

solving spatial image problems has been realized in Illiac I
STARANYE, CLIP Seriesl?, and MPPI8. In Illiac IV, image arrays
structured other than 8 x 8 standard size must be ﬁartitionéd into
segmented loops in order to be prqperly‘processed by the 64 PE's.
So fér, Iliiac IV has been applied for processing LAEDSAT image,
Synthetic'aperture :adar signals, texture analysis, and 1ineaf
programming image enhancementlg.' The STARAN is an associati%e
processor with 256 PEz updating a mﬁiti—dimensionﬁlméccess.memory.'

STARAN has been applied in NASA's Large Area Crop Inventory

Experiments“(LACIE)ZO,'and in_implementing“a‘digital'cartographic
stfem for the ﬁéfense Mapping Agencygl. CLIP IV is a cellulér
logie machine? with 96 x 96 bit-slice PE's. Itris specialiy
designed for parallel window and neighborhood operations. MPP

is a bit-slice array processor ﬁith 128 x 128 PE's operating in
lockstep. It is to be used mainly in processiﬁg satellizte

pictures for NASAZ3,

\F )
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Pipelined machines for PRIP include the cytocomputér24, the
GOPZS, and thé ESL/systolic processorza- The CnyCOEPUtEI is
rhighly pipelined with a bandwidth of 1.8M bytes per second over 113
pipeliné étages- 1t was méinly designed for cytology analysis and
biomedical image processing27. The GOP image ﬁrocessor, containing
four computation pipelines, can work oﬁ grey-scale, coclor, or
multisepcfral imagés of wvarious sizes. It hés been applied in
image filtering, edge/line detection, texture descfiption,
relaxation, and classification operations. The ESL/systolic
processor is based on the systolic pipeliné strucfﬁre proposed by
Kung and Leiserson2®, - It is developed for signal/image précessing
operations like multi~dimensional convolﬁtion and resamplingzg.

Several MIMD multipfocessor systems were developed for PRIP

spplications. Among them are the PICAP-IT30, TospicsSl, zuop?,
FLIP33, and PUMPS1»Z PICAP-II is a bus-structured multiprocessor.
The bus allows_ls processors to be counnected under the coordination
of a host cémputer SEL 77/35. Some of the proceésors are themseleves
SIMD array processors. The PICAP bas been applied mainly in image
processing research. TOSPICS is developed at Toshiba Corporation
in Japan. It is also bus-structured with a number of dedicated
processors for logical filtering, region labeling and two-dimensional
convolution. A comprenhensive treatment of pattern recognition machines

in Japan is given in the paper by KidodeSO




ZM0OB is'under deﬁelopment at University of Mafyland-' It
consists of 256 Zilog 80A 8-bit mlcroprocessors. It is designed
for artificial intelligence and genﬂra1 computer science research.
So far, it has been planned for image operations like discrete
. transforms, geometric operations, and computation of image
statisties®%4. The FLIP is an image multiprocessor suitable for
window operations by 18.indi§idual processors in either MIMD or
STIMD mode under the control of a bost machine. It can process a
512 x 512 image in about one second. PUMPS- is an.MIMD machine with
an ihteératéd architecture for pattern analysis and image database
managemeﬁt.

IMAGE DATABASE MANAGEMENT

An 1mage database system provides a large collectlon of
structured. imagery data (digitized plctures) for easy access by &
large number of users. Existing image aatabase systems and their
reported app11cations are summarlzed in Table 2. Most of these
lmage database systems are 1mp1emented with specially aeveloped
Sofbware packages upon dedlcated pattern analysis systems.
Interes»ed readers may refer to references 10, 11,35,36,37 . for some
details of these systems. It is highly de81rab1e to devmlop a
dedicated backend datazbase machine for image database management.
Several hardware attempis were suggested1§38s3?. But pone of them

has been implemented yet.

10
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Table 2. Summary of Image Database Systems
and Reported Applications

Imuge Devaloper, Year of |Impiementation Reporied Xey

Dartavuse Iatroduction, and [Approach Applications

System Refsrence . and Capabilities

IBIS Bryant/Zobrist, Built uwpeon existing {Pictorial in-
Jet Propulsion VICAR image analysis[formaticn
Laboratory, svstem, Vedio Image jprocessing of
1877, [36] Communication and LANDSAT data

retrieval for geographic
analysis

IMAID Chang/?u, Purdue Reiational model, Picture Manipu-—
University, 1978, |jusing Query-by- lation, and simi-
(xo] - Pictorial Examples, ilarity retrieval

interfaced with an for. research on
image analysis advanced patiern
system and spatial analysis and
operators ’ automation

CGIS Tomlinson, Cana-— Use command and Geographic infor-
dian Enviroamental jassessment languages,[mation processing
Department, 1868, |Overlapping of maps, |and regional
[83] interactive graphics,{planning

polygon representa-—
tion
GADS iantey/Carlson, Relational model, Geodata analysis
! IBM, San Jose, built-in relational |and display
, 1979, [54] ) operators, inter- system
active data access.

MIDAS McKeown /Reddy, Hierarchical model, |Image understand-

: 1977,[55] 2 multisensor image (ing and knowledge

database system zequisition

GEQ-QUEL Berman/Stone- Relational model, in—|{Manipulate gecogra-
bracker, Univer— tegrated with INGRES [phic data
sity of California |database system using
at Berkeley, 1977, QUEL guery language
[56]

GRAIN Chang/Reduss/ Helational database |Piectorial infor-
McCormick, Univer—|with hierarchical mation retrieval
sity of Illinois structure, Various and manipulatien,
at Chicago Circle jimage retrieval knowledge system
1977, [57] functions Logical research

zooming, algebraic
interpretation

51D Kunii/Earada Uni- |[Relationzl model, Computer-Aided
versity of Tokyo, |Interactive design Desigm (CAD) of
1980, [58] using recensively |software and elec—

structured graphs, trounic circuits
and enginesring
drawing evolution

IMDS Lien/Utter, Uni- Relational model, Inmage retrieval
versity of Kensus, |Using 1Q command and guery languays
1877, [39) language store both | research

image and image
registrations
- BOLYVRT Chriymun/Little, 4 polvgoun approach Research on
. Harvard University{throupgh iine segment|Computer gruphies
1978, [G0] chaining. Overlay and spabial apaly-
and Merge functions |sis
11




VLS1 PRIP ALGORITHMS

Recent advances in VLSI micro-eieqtrdﬁig tooknology has
friggered the thoﬁght of implementing some PRIP algorithms directly
in hardware. VLSI pattern recognizers offer high speed and
accuracy which are useful in real-time, on-line, pictorial infor-
mation processing. This is the first siep towards advanced auto-

mation and machine intelligence. Recently, many attempis have been

made in developing special VLSI devices for signal/image processing

and pattern recognition12>13»14325»29,40:4£s42. Most of these
approaches involve large-scale matrix cémputationslor syntatic
parsing operatibns. We list in Table 3 some candidate PRiP
algorithms that might be suitable for VLSI implementation.

Two concrete design exampies are presenued below to illustrate
the. VLSI approaches to hlgn—speed pattern recognltlon and image
ana1y81s The flrst example presents Some ma%rlx manipulation
neitworks for statlstlcal feature extractlon. The second example
shows a two—dimensional pipeline for fast recognition of context-
free languages. ‘Partitioned” matrix algorithms43 can be applied

far VLSI L-U decomposition, matrix multlpllcatlon, matrix 1nvers1on,

and solv1ng triangular systems of eguations. Plpellned VLSTI networks

12

have been developed to realize these part 1tloned matrlx algorlthms
Figure 2 shows the fupctional design of a plpellned VLSI matrix

inverter.

12
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Table 3. Pictorial Information Processing

Algorithms

for Possible VLSI Implementation

Image Processing

Enhancement, Filtering, Fhining, Edge
Detection, Segmentation, Registration,
Restoration, Clustering, Texture
Analysis, Convolution, Fouriler Analysis,
ete.

Pattern Recognition

Feature Extraction, Template Matching,
Statistical Classification, Graph Algo-
rithms, Syntax Analysis, Change Detec-
tion, Language Recognition, Scene Analysis
and Syanthesis, etc. . '

Image Query Pro-
cessing '

Query Decomposition, Quexry Optimization,
Attribute Manipulation, Picture Recon-
struction, Search/Sorting Algorithms,
Query-by-Picture-Example Implementation,
etc.

Image Database
Processing

Relational Operators (JOIN, UNION, INTER-
SECTION, PROJECTION, COMPLEMENT), Image-
Shetch-Relation Conversion, Similarity
Retrieval, Data Structures, Priority
Queunes, Dynamic Programming, Spatial
Operators, etc.
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Each square block shown in Fig. 2 corresponds to a VLSI

matrix érifhmetic device for handling submatrix computations. The
input is a2n n x n upper triangular matrix U partitioned into 1
submatrices of dimension m x m such that n = k.* m. The case of

k = n/m = ¢ is shown in Fig.2. Listed beiow are required submatrix
computatiﬁns in four éequential steps to generate tpe inverse
matrix V in a partitioned fashion. Note that Ujj and Vij are

m x m submatrices and Uii and Viji are upper-triangular submatrices.

Partitioned Matrix Inversion (for the case of k = n/m = 4)."

Step 1. Vi3 = Uji for i = 1,2,3,4

Step 2. Vi,i'Tl = Vi3 * (Ui, ,i+1 ° Vi‘l'l,i‘:"l) for 1 = 1,2,3
Step 3. Vi i+ = -Vii ° (Ui,i+1 © Vi+l,i+3 * Ui i42 -

Vit2,i+2); for i = 1,2

Step 4. Via = =V11 - (Uiz - Vggq + Uq3 + Vga + U14 ° -Vg_Lg:)j

The I-modules are used to perform the inversion of the m x m
upper-triangular submatrices at Step 1. .The M-modules are used
to perform the cumulative matrix multiplications specified in
Step 2 through Step 4. The inputs and outputs at four successive
computation steps are indicated at the I/0 terminals in Fig.2.
In general, inverting an n X 1 triangular matrix using this VLSI
pipeline requires to use k I-modules and 2(k - 1) M-modules. Thus

the total VLSI module count equals O(k) = 0(n/m) for n >> m. The

15




total time delay to generate v = U-1 equals O(nzfm) forln >> m.
An application of these VLSI matrix manlbulatlon networhs is shown
in Fig.3 for the construction of a hardware feature extractor based
on Foley and Sammon's algorithm44. The network subsystems for

matrix multiply, L-U decomposition, and training sample manipulation

can be 51m11ar1y constructed with aforementioned VLSI arithmetic
modules. Details of these VL.SI matrix solvers can be found inl2,43,
A VLSI pipelined array for_high—speed recognition of context-

free languages is shown in Fig.4.a. This pipelined array can be

applied in syntactic patte;n recogn1t10n45. The array is constructed
with n(n + 1)/2 processing cells, each of which assumes the functional
structure shown in Fig.4.b. This two-dlmen81onal array Can recog— -

nize any input string of 1envth n in 2n time units. The recognition
process 1s based on the Cocke:Kasami~Younger algorithm. .Defails

of thls context free language recognlzer and its extension to recog-
nize flnlte state langua@es can be found in ng_lg - Similar VLST
approaches can be extegded to other PRIP algorithms  as listed in
Table 3, including some for image query language proce551ng and

image database-operations.

THE TVTEGRATED ARCHITECTUPE

The three functions, image proce581ng pattern recognition,
and image database management, must be integrated into an efficient
pictorial information system. Aydaté-flow.block diagram of such

an integrated system 1S shown in Fig.5. Three subsystems

16
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Fig.5 Data flow diagram of an integrated computer system
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correspond to the three addressed functions. These subsystems
“must interact and cooperate with each Bﬁher‘to achieve the éaid
objectives. The user communicates Witﬁ the system through some
pictorial query language. The raw images are physically stored on
disks (or tapeé). A relatiénal image database is established by
mapping the physical images into tbe logically structured database.
The image processing subsystem performs image filtering and feature

extraction. The pattern recognition subsystem performs pattern
claSsificatioﬁ and picture understanding opé%ations. The image
management subsystem handles guery processing and image database
operations.

The system architecture of such an integrated picture processihg

computer is conceptually illustrated in Fig.6. The system consists

of four major subsystiems, as shbwn_by the major blocks in the’.

drawing. The host computer can be any‘one of theose pattern-analysis

computers.listed in Table 1. The. backend database machine is

specially developed for image database management. Either software
or hardware approaches can be adopted in developing image database
managemeht systems as gsummarized in Table 2. The front-end

communication processor is used to handle terminal activities or

to be connected to a computer network for remote users. The

shared rescurce pool contains VLST functional units or attached
special processors for fast PRIP operations as examplified in Tzble
3. A resource arbitration network is needed between the host

processors and the shared resource pool. .
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One of the =zttempts to realize such an integrated computer
system is the PUudue MultiProcessor System (PUMPS) architecture
[20]. The bost computer in PUMPS is a multipro@essor gsystem which
can operate in either MIMD mode or in Multiple-SIMD mode or
Multiple-SISD mode. The detailed system érchitecture of PUMPS has
been presented in Ref.l. The system host consists of n unipro--
cessors sharing m memory modules through an Inter-Processor-Memory
Network. The resource pool of special-purpose VLSI functional
units apnd peripheral processors is shared by all n processors. The
database machine can directly transfer information from the database
store (disks) to the shared memory modules in PUMPS. Special VLSI
devices in the resource pool can be dynamically allocated to
multiple processdrs in the host system for carrying out its assigned
functions. They can be also cascaded together as a dynamic pipeline
for chained ﬁector operations. - Shared cache memories can be also
used between the 1ocalprocessor memories and the shared memories
in order to facilitate MIMD opelaflons.'

Presented in Fig.7 is a back-end image database machine. 1t
is itself a multitiprocessor system for parallel query processing and
image database management. This structure is very similar to the
DIRECT architectureéﬁ, with multiple guery processors accessing
a set of shared data banks. We add a set of VLSI database
functlons that can be shared by the parallel query Processors.
Again, a resource Sharlng network is needed between the guery
precessors and shared VLSI database operators. The shared database-
operators could be used for data filtering, projection, join or
other operations if relational image database is established. Soﬁe

VLSI database operators were listed in Table 3. -
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CONCLUSIONS

ATter examining existing patterm-analysis computers and image

database systems, the system desigper c¢an easily realize the fact
that the two addressed functions canpot be separated in an effiéiené
pictorial information sysiem. The integréted system approach is
well supported by the mergihg VLSI technology and VLSI computiing
structures. Cost-effectiveness 1s the key issue in developing
special-purpose machines for image processing, recognition, &nd
dataebase management. ‘Such infegrated computer architecture will
further advance state-cf-the-art develbpment of machine intelligence
systems for advanced automation, knowledge processing, and

artificial intelligence.
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