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ABSTRACT: We consider the situation where a 3~dimensional
’object is ﬁoving in some area and n .pictures of this object,
n = 2, are taken in random viewing angles by a camera from
an aircraft. Each time when a'pictureris taken the central
position of the object'reiative to the camera is measured
but the orientation of the object can‘not be determined

and is unknown. From these n pictures and the camera's
jpositiqns we try to identify therﬁbject by computer. A
parallelepiped is chosen for the identification and a new
“approach is developed for pattern classifcation based on

the distributiong of the lengths of edges and the sizes of
angles of the parallelepiped. Some distance measures are
‘introduced between the object in pictures and the parallel-
epiped., These are Kolmogorov78mirnov statistic, Cramér-von
Mises statistic and their generalizations. The probability
of misclassificatién is also discussed.. This study has wide

applications in military and industry. A brief system

architecture for future implementation is discussed here,

Tndex Terms -- Pattern classification, 3D object, random
viewing angles, skeletoh, distribution,

statistic, parallelepiped.
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1. INTRODUCTION
The main problem to be investigated here can be
described as follows. A 3-dimensional object, an airpiane
or a tank or else, is flying in the gky or moving in é field.
A camera from an aircréft has takéﬁ n - pictuies of this
object, m 2 2, The pictures are taken from random viewing
angles and each time when a pic;ﬁre is taken the central

position of the object, relative to the camera, is measured

Mﬁﬁt the orientation of the object can not be determined and

.is unknown. The orientation may change with time. From

these n pictures and the information about the camera's
pbsitions; can the cbject be identified?. To what extent?
What is the probability of misclassification if we already
know that the object comes from one of the K, k2 2, types
of objects? Evidently these questions can not be answered
easily. But since the computer technology and the theory
of statistics advéncg-sO fast that the problems related to
these queétions becomes partly solvable at this time. The
main tool to sovle these problems is the modern statistical
decision theory. The knowledge-based technique is not
considered here. although it provides one way té solve

these problems.
_ i
The basic idea of solving our problem is to extract

some invariant features under the rotation of the given




object. Since the viewing angles are random, we can treat

the object as héving been subjected to random rotations
when the position of the camera is fixed ;ll the time.

The invariant features extracted thus are related to |
geometric probability and integral geometry £1,2,3,4]. In
fact what we are interested are the distributions of lengths
of edges and sizes of angles of the object when the object
is viewed from random angles. F;om these information we
can define some distance measures between the objecﬁ in
‘pictures and a givep object. These distance measures turn
out to have very nice properties that they are distribution
free and the critical regions for a specified probability
‘of making type one erfor, in hypothese testing, hawe been

tabulated {5]. Also after some modifications of these

distance measures, they can be easily computed.

In many cases, the object considered does not have
clear cut of edges and angles. However, for some cases the
object can be repregented by its ékeleton [6, 7] and the
skeleton can then be approximated by linear splines with a
fixed number of nodés. Thus the object can be characterized
by the skeletons of its images. In this case our proposed
principle can also be applied. Ano?her way of treating
objects without clear cut of edges and angles is by polyhedral
approximation. The object's image can be_approximated by
some polygons and ithere may be some correspondehce between

the polygon and the polyhedron., This needs further studj.
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2. PROCEDURE FOR THE IDENTIFICATION OF A PARALLELEPIPED

To demonstrate our new idea of pattern classification,
we begin the study with three tetrahedrons of similar sizes,
say a cube, a parallelepiped and a general tetrahedron. A
cube caﬁ be characterized by the righé‘angles and the
lequal'edge lengths. A paiallele?iped can be characterized
by the equal sizes of facing angles and the equal lengths
of two facing edges. These three objects have similar images
Hf;equently, depending on the viewing angles. "They are
difficult tc be distinguished, by just one or very few
number of pictures, from each other. Objects that are not

tetrahedrons can be distinguished from a tetrahedron easily

by just checking their vertex number.

The whole proced&re of identifying a parallelepiped
with n pictures taken from random viewing angles is
sketched in Figure 1, where the procedure contains two
subprocesses. One subprocess in right hand side is called
the object process which extracts useful informatiom that can be
characterized from the parallelepiped. The other in left
hand side is called the picture process which extracts
information from the pictures. The two processes are merged

in the classification procedure.
i

The object process starts with the given parallelepiped.

This parallelepiped is projected onto the picture plane
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Figure 1. Identification of a Parallelepiped.




through perspective transform that describes the cagera's
function. The edge lengths and angle sizes of the object's

image are evaluated as functions of the viewing angle, and

their structural relatibnship is also kept for later
identification. After this steé we then ﬁreat'the viewing
angle as a random variable having somé‘specific distribution,
!say uniform distribution. In tﬁis way, the distributions of-
edée lengths and angle sizes, céiled theoretical distribu-~
tions hére, can be found and are passed to the classifica-

o S,
tion procedure.

-

The picture process starts with taking =n pictures of

the unknown oEject, The pictures are processed so that

the edges and angleé in each picture can be detected. The
scale and the position of each object’s image can be normalized
based on the viewing angles and the distances between the
. camera ‘and the object. Third step is the feature extraction
which extracts some useful data from each picture. Generally
the extracted data will.consist of values ofredge lengths

and aﬁgle sizes in eéch region of the object’s image.

Finally we form some sample distributions (or empirical

distributions) from all data.




The sample distributions and the theoretical distribu-
tions are used to define some distancé measures that
'ﬁeasuré tﬁe similarity between the unknown object and the
parallelepiped. The classification of the unknown object
will be done by the statistical hypothese tests based on these
distance measures. Details of the pr;éedurenwill be
discussed in the following secti?ns.

4
3. THE OBJECT PROCESS

Referring to Figure 2, we consider a camera with focal
length £ and the gimbal center at the point (xo, Yo° zg).
The global reference system is denoted by the umprimed
(X, Y, Z) coordinates, and is used to locate both the
camera and the object.point VP. The camera is moved from
the origin, panned through an angle 6§ horizontally in

. counter clockwise airgétion from the Y axis, and tilted
through an angle ¢ ‘in an upward direction, The image

point Vé is measured with respect to an image coordinate
system ; (X', Z') of the image plane. Let Vy = (%45, Y5, Zp)
be the vector from the origin of the global frame to the .
gimbal center. .Let the vector § be constant offset between
gimbal center and iﬁage plane center, where ¢ 1s measured
'in the gimbal coordinate system. Let Y = (L9, 2otE, 24)

so that if the gimbal center were at the lens center, we have

. -



= 0 and a constant offset of £ along the

21=£2 ‘3
optical axis. Let Vp = (x, ¥, 2) and Vé = (x zp).

After some computations based upon photogrammetry principles,

)

the relationship between V? and V; is given by the

following two equations:

N
LY

(x—xo)cose + (y—yo)sine -2y .
[(7p £ -(x—xo)cos¢ sing -+ (y-yo)qos¢ cosf + (z—zo)sin¢ ¥
1

- (x—x0}51n¢ sing - (y- y0)51n¢ cosg + (z- zo)cos¢ - 24
B _Tx—xo}cos¢ sing + (y- yo)cos¢ CcOSH + (z-z )51n¢ - 12

which is called perspective transformation.

In order to solve the problem of identifying an objecf
from pictures takeﬁ.from ré@dom,viewing angles, we must
normalize the positon of thé object, here a parallelepiped,
so that equations to be derived later on can be simplified
and standardized. Let a pafallelepiped be represented by
its eight vertices.-vl, mz, coes Vg, and let its top surféce
be formed by Vl’ Vy §3, V4 lying on the X - Y plane as
shown in Figure 3. Also let the center of-the top surface
be at the origin. We assume that the camera's éimbal center
be at V0==(0, yb, zo), Yo <0, zg > 0, and that the optical
axis pass through the origin when the camera aims at the
object. The angle Bétween the optical axis and the horizontal

line is 6 which has negative value here. The éngle of

1
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camera's rotation in X - Y plane is 6 which has value

zexro here. 'Thus Eq.l becomes

X - 21

xﬁ z;f (Y*yo)cos¢ + (z-zolsin¢ - 22 : )
ST (2)
“(Y'Yo)Sin¢ + (z—zo)cos¢ - 23

= f :

P (7-75)cosé + (z-zyising - 2, -

4
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Figure 2. Perspective Transformation With Two Reference Frames.
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Figure 3. The Picture Frame and the Pé_rallelepiped.
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- In our comsideration ¢ should not be zero since we
try to view the object from a spacecyaft, and alsd we Yy o
to simplify the problem by first assuming ¢ is fixed all

the time and the camera just circles around the object with

center on z axis, height of Zg and a constant distance

A

between the origin and the cameraz. h
/ Moving the camera to circle around the object and taking -

pictures at random viewing anglesjis equivalent to fixing

thg camera at a specific location and rotating‘the object
with random angles, and then taking pictures. Since we
consider ¢ to be fixed, the rotation of the object in this
case'is a planar rotation on X - y plane. Thus the point
(x, v, z) on the object rotates to a point with coordinate
(Xl’ ¥y zl) where 2zy =2, Xy =X cos@ + y sin® and

yp = X sing + y cosf, 8 = rotation angle. From this informa-
tion and Eq.2, we get a relationship between a point on the
object after rotation and its projection on the picture plane.

The relationship is given by Eq.3:

X cosB+y sing- S!.l

Xp = £ (- xsing+y cose—ya)cos¢+(z Z }s:an: Lo ’ (3)
. 3

(x sin6- yrcose+y0)51n¢+(z z )cos¢ %4

zp % (- x sin6+y cosé- yo)cos¢+(z ZO)Slan %,

From Fig. 3 the edge between V1 and V, is labelled

by a;, .and the edge between vy and V4 by ayy and sec |

11




on as shown in the figure. After the parallelepiped is
projected on the picture ﬁlang, the lenéth of each"edge and

the angle between any pair of adjacent edges will depend on

the viewing angle and some wi11 not appear on the picture
plane. For example, in Fig.3, the verFicé v; will give

a projection point, say Vi, coming with three edges and
ﬁpree angles. . But Vo will give ? point V; with only
three edges and two angles in the projection. Our further
investigation is to find the yrelationship between the change
JE*_G and the changes of vertices, edges, and ‘the structure

of the object.

‘Let the absolute sign |+] of an edge be its length.
The projection of the edge 2y is denoted by aiz and it
has length [ai2| = v, - Viu . Without loss of generality,
let Vl = (0, vy, 0) and v, = (vz, 0, 0), vy > 0, vy > 0.
Then the squared length laizlz of aiz after rotation of

an angle © , is found to be

2

. 2 2(F '\_rzco'se - %y —vl.sinﬂ - 2.1
t = — -

Ialzl £ [{(-—vzsine-yo)f:os’tb-zosimb—ﬂz (—vlcose—yo)costb—-zosimf:—lz ]

. . . 2

. [ (v231n6-lyo)s:m¢-zocos¢- 23 _ (vlcose-l-yo)s1n¢—zocos¢—£3 ] }

(—vzs ine-yo) cos¢~zos :i.nd:—!tz (-vlcos B-yo) cos@—zos in¢-2.2 '

2 2
2 e e (4)

=' £ L (vysinbty ) cosq—‘rl-zas in¢+2,2] 2 (vycosbty,)cos¢tz osincb-l-f.z]z ,’

where Al = -vlvzcos¢ P 6(y0cos¢ + zosin¢ + zz)sin(e+8) +
Szlcos¢cos(e+s), '

12




Bl = 6cos(?+5)(zo + £zsin§\+ £3?05¢),

-

and § = Jvi + vg (i.e. 8 = {alzl)s B = taﬁ_l(v2/v1).

In general we can put 21 = 22 = 23 = 0 for simplicity, then
ia'hlszz ngncggﬁgfﬁ)jz;E[v1v2cos¢+ﬁs£n(e+8}(Yocos¢+zosin¢)]é

12 [(vzsin8+y0)cos¢+zUsin¢]2[(vlcose-yo)cos¢—zosin¢]2 .
{ !

_Thiéiformula is very complicated.’ However we can use the
computer to evaluate it and plot a graﬁh when € changes
from 0 to 27 . Two plots are given in Figs.4 and 5 for
diffgrent values of vy aqd Vo when Yo = -100, Zg = 50,

¢ = -7/6, F=1 and 2 Lo = 2, =0 .,

17 %2773
Similarly we find the image aia of the edge ay4 with

squared lenght [ai4|2 givne by

2 2 A3 + B
fajpl™ = £
' }4 [(y0~vzsin9)cos¢+zosin¢+12]2[(y0+v1cose)cos¢+zosin¢+£2]2_
where A2 = vlvzcoé¢45(y0c95¢+zosin¢+£2)sin(e~3)+§glcos¢cos(G-B)

and __Bz scos(e—s)(zé4ngzsin¢+z3cos¢).

In general ¢4 =0 then faj,l evaluated at -6 1is equal

to |aj,| evaluated at 8.

Now we can calculate the projection ai of the angle

13
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a; between two edges a,, and a;,. Since there is one-

to-one correspondence between ai and cosai when O srai <

m , we shall consider cdsui to be a measure of the angle

size, instead of o . The cosay can be calculated by
frrt _trty o l!_ 1
cosd, = % Yl) CV? V1)=L“=====i%££2:;£;2%§= (3)
1 12121 - 12141 /a2 + 8Dl + 35

where Aié" and Bis are defined as before and the dot

sign in the numberator means the.inmer product of two vectors.

Again, we can use computer to evaluate cosai . Three
plots have been obtained and are given in Figs.6, 7 and 8,

where £ =1, 21 =Ly = 23 = 0, Yo = -100, Zg = 50, ¢= -w/6.

In the same way, we can derive all formulas for the rest
of image edges and image angles., Most of them are listed

below. Formulas for angles afe similar to Eq.5

[a§4|2 = lai2|2 evaluated gt 6 + %
S 2 2
: A% + B
._._.fz ! * 3 3 '
[(-vzsinﬁ+y0)cos¢}+zosin¢+22]2[(-vicose-yo)cos¢-zosin¢+£2]b
where A3 = vlvzcos¢-- 6(yocos¢+xosin¢+£2)sin(9+85
+ Gzlcos¢cos(e+6) ,
and ; B, =

3 —Géos(e+6?(zU+£25in¢+£3005¢).

&

16
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W

iaé3|2 Iai4[2 _evaluated at 8 + 7

= fz(Aikai)/{[(y0+vzsine)cos¢+zasin¢+£23?£(yo-vlcose)cos¢

. 2
+ 2051n¢+22] s

hY

where A vlvzcos¢"+ §(?Ocos¢+zoéin¢+i2)sin(B-B)

j o - 6£1c0§¢co$§9-8))‘

b

and B, mﬁcbé(G-B)(20+22§in¢+23003¢).

The angle aé has value given by

cosay = (AA, + 3334)/ /(83 + BY) (A7 + B2)

Let VS = (u,.-vl, fV3): Vs >.0. Then the edge 2y between

two vertices V; and Vg ‘has an image edge ajs with length
arg s and

* 2 2
. A
- g2 . s * Bs

[ l(-vlcds&-yo) cos¢~zosin¢—2.2] A (~usinb-v

4 cos G—yo) cos¢— (v3+zo) sing- EZJZJ

where Ag = uvlcbs¢+ v1v3sinesin¢+ucose(£2+y0cos¢+zosin¢)

+ gl(usinécos¢+vssin¢),

i

20




and 35 = usinexzo+zzsin¢+z3co§§) - vivscose

~ vy (yo-»jz,zcos ¢-'2,3sin¢) .

Let Vﬁ = (utv,, 0, ~v3). Then the edge 326 between
'V, and V, has an image edge ase W%th length |aé6! and

2 2

. .- h|

. 2 ~ 2 . . 6 6 ...................... . “ l

lIaZGI = f . " 2’1}2‘( ind J ( + ) . 9 ]_2]
[—(vzs:.ne-'-y‘ o) o8¢z sing~ 2 { -(l-.‘.'!‘v'z)s n -yo cos¢-(v +z, s:m¢—. 9

where Ag = -v,vjcosgsing + ucosa(£2+yocos¢+zogin¢)

+.%; (usindcos¢+v,sing),

and By = usine(zo+£zsin¢fg3cos¢) - V,Vasing
- V3(y0r£2cos¢—23sin¢).

The edge ag¢ between Ve and Vs has an image age
with length |a§6| , and

1 312
' taséi .
2 2
2 AZ + 87
{ (usine-l-vlcos e-l*yo) cosdp+{v 5tz 0) sin¢+!l.'2]2 [[(u-i-vz)sine-hh;] cosd+(v 3+z0)sin¢+22}2 )

-

where A7 = vl(u+v2)cos¢ + (VEV3cosa+v1v35inB)sin¢ +
(vzcose+v1sin8)(£2+y0cos¢+zosin¢) +

2, (vysinbcos¢- vycosbeosd)

21




B7 = (vzsine—vlcose)(zO+lzsin¢+23cdé¢)
+ vzégsine-»'vlvaco§é - ~

€

The edge agg between Vs' and Vg has an image aég

with length laésl , and

D2

2 4152 .
2l | Ay +'Bg . 2]
- 2
- {(u sinBtv, cos B4y, )cos ¢+(v3+z0) sin¢+2,2] {I(u—vz) sinﬁ}f‘yo] cosqﬂ-(vB-!-zo)sintb%-E,z} J
where_ AS = -vl(u-vz)cos¢'+ [v2v39056-v1v3sin6]sin¢'

-+[v2cose;vlsin6][22+y0cos¢+zosin¢}

4‘21[vzsinecqsqfvlcosecos¢],

and Bg = (vzéin8+vlcose)(zo +£zsin¢+£3cos¢)

-+v2v351ge+ v1v3cose .

Please note that for some values of 6 we can not see
aéé,'aés, ais, aé6 1and _aAS in the piéture. Thus these
image edges are defined only on some subrange, say [-¢, V),
of & where ¢ can be found geometrically from Fig. 3.and
is the solution of the equation (yocos¢-v1}2 = pos?ﬁ(y§+

2
vl-Zyovlcosw).

After having found the edge lengths and angle sizes as
functions of 6 we . then assume ¢ has a specified distribu-

tion, say uniform -, 7), and find the distributions of

22
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edge lengths and angle sizes. This can be done only by the

 computer since the formulas we derived above are all nonlinear

-

functions of © . In fact, let Yi be the random variable

th ith

of the 1 edge length or angle size where 1 is an-
index of a specified ordering. Let ¥, be the value of Y,
and y; =_gi(8) , where g. "is one of tbe formulas given
above. Then the distribution of Y, Es given by | |

{
= . LA '
Gi(t) = P(Yi < t) = P(0: gi(e) s t). | (6)
The right hand side is evaluated usually by the lengths of
two or three subintervals of [0, 2%) or [-y, ¥ " as shown B

in Figs. 4,5,6,7, and 8. These distributions Gi(t), i=

1, 2, ..., are called theoretical distributions of edges
end angles of the given paréllelepiped. These distributions
characterise the structure of the parallelepiped. An example'
is given when v17='6, vy = 2. Plot of g, is glven in

Fig. 9 and the corresponding distribution G1 is given in
Fig.1l0. All computing programs are listed in Appendices

A and B, 1
4, THE PICTURE PROCESS

The-picture process starts with n pictures of an

unknown object. Each picture is then preproceésed to find

23
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the vertices and edges of the dbject's image. The scale
of each object's image will be normalized based on the
distance between the camera and the unknown object. The
position of the object's image will be shifted so that the
image is coﬁpatibie with Fig. 3. That is, the center of
the top region of the objeét's image-is shifted to the

: .

origin of the picture coordinate system. The normalization

rand image processing certainly take some computing time.
, . :
Feature extraction from pictures plays the critical

“role in pattern recognition; After having found the edges, .
vertices and angles of the sbject's image, it is not hard to
locate the three (or two, in case of noise corruption) |
regions of the object's image. We call these three regions
top region, side region and faced region. The 14 features
to be extracted from each picture are defined as follows:

1., Sum of all edge leng#hs in top region.

2, Sum of all pairwise differences of adjacent edge lengths

in top region.
Sum of all angle sizes (in cosine values) in top_region.
4. Sum of all pairwisé differences of adjacent angle
sizes in top region.

Sum of all vertical edge lengths,
Sum of all edge leﬁétbs at the bottom. .

Sum of all edge lengths in the faced region.

00~ Oy un

Sum of all angle sizes (in cosine) in the faced region.
i
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9. Sum of all pairwise differences of adjacent aﬁgle
sizes in the facéd region. ' .

10. Sum of all edge lengths in the side regiom.

11. Sum of all angle sizes (in cosine) in the side region.

12. Sum of all pairwise differenceé of adjacent angle

A}

sizes in the side region. .
P .
13. & ]Axi]/P, where iAxil is the absolute value of
i=1 '
‘the difference between'any two facing edges in
each region -and p is the number of |Axi]'s; p =6
in most cases and p = &4 if the side region can -

not be detected

14. |Aa |/P, where IAail is the absolute value of

l.-k
ll g

the difference between any two facing angles in

each region; p is defined as before.

vy, o

If the unknown object is still a'parallelepiped
but with different éngle éizes, then features 3,4,5,6,11,12
will give the lnformatlon of the difference. If the
deformed (unknown) obJect is not a paralleleplped then
features 13 and 14 will give most of the lnformatlon of
tﬁe difference. The other features will still contribute
some information on the difference. If the object is

deformed to such a degree that in the picture we can not
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detect one of the & vertices, say in thé top region, then we dé
not need these 141féatures to make classification. We simply
‘just say that the number of vertices is different from that of-a
parallelepiped so this object to be classified is surely

not a parallelepiped.

hY
b

A}
After having extracted useful feature data from n

 pictures, we then form the sampl? distribution {(or empirical

distribution) of each feature. Let X.;, X.5, ..., X._ . Dbe
il i2 ! =in

the sample data from the ’ith feature, i =1, 2, ..., 14,

S—

Then the sample distribution for feature 1 is defined as
1 2
F.(t) = I—{ -Z 1 X.-) > . . (7)

where 1(_m t] is an indicator function of the interval
(-, t]. These sample distributions Fs, i=1,2, ..., l&
will be used to compare the corresponding theoretical

distributions discussed in section 3 for the classification.

5. PATTERN CLASSIFICATION

Since given a picture we can not identify ﬁhich edge
comes from a particular edge of the object, any value
(obsérvation) from feature 1 has a distribution depends on
Gl(t), Gz(t), G3(t): and G&(t) where Gl’ GZ’ G3 and

G, are from ‘Eq.6.and are distributions of laizl, |ai4]{
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]a23}, |a34], respectively. Here G; =G, and G, = Gy
by symmetry. Similarly we can get the distributions of
other features., These distributions take much time to

evaluate.and should be done by the help of computer.

The classification will be based\on the distance
measures, to be defined in.the followiﬁg, between the
junknown object and the given par§11élepiped. The distance
measures come from the comparisons of the sample distribution
(Eq.7) and the mixture distribﬁtions of all features.
f;rtunately, these distgﬁce measures are distéibutionlfree
3and their critical values are well tabulated by statisticians.

Some further simplifications of these measures have been

developed in recent years by Stephens [ 8].

For feature 1, Fi(t) is.-its sample distribution, and
here we denote Hi(t) to be its theoretical - distribution that

can be obtained from the feature definition and similar methods

. in computing Eq (6). Two distance measures are described as follows.

1. dgl) sup WFi(tz - Hi(t){, the Kolmogorov's statistic.

-2 )

2. %) = q 7@ - H, (£)) 2w (H, (£))dH, (£), where w

is a proper wéighting function. If w(-) = 1, then
d§2) is called Cramér-von Mises statistic. If w(u) =
1/{u{i-u)], 0 < u < 1, then déz) is called Anderson-

Darling statistic.
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Since the computations of dil) and diz) involue large
number of operations when the sample size is large, and . i: -

'since in general applications large sample size is too .:

. . . ‘ 1
expensive for processing, the distance measures dé ) and

déz) - should be modified to be more reliable when the ssmple

size is small. Stephens has modified‘;dél) and diz)’ and
has tabulated the ctritical values of them in [5].

be the

- ;o e
From Eq.7, let X11) < 3oy 5 -00 = Eegny
,Sfder statistic of Xilf Xigs vevy X500 Let ‘Z(j) = Hiﬁﬁij));
j=1, 2, ..., n. Five modified statistics from d; and
d£2) are used in practices and are listed below.

(a) The Kolmogorov-Smirnov statistics D+, D~ and D,
g

where

U+ = max [i/n - i(i)], D‘ = max [Z(i) - (i-1)/n],

l<isn lgi<n

D = max [D, D7].

(b) The Cramér-von Mises statistic, Wz, where

W = .E{z; - 21 - /eI +
501t () ‘ 120 °
(¢) The Kuiper statistie, V , where
v =0 +D

(d) The Watson s%atistic, U2 , where

30




vl - w2_~ n(z. - 0;5)2 ;

z is the sample mean of the 201 i.= 1,2, ... n..

(e) The Anderson-Darling statistic, A, where

n . .
A= (- E:-_-]_(Zi_l){ l_og z‘(i) -.'j' 10g(1'2(n+1_i)?}]/n) -1,

x,

iEach of these five statistics is then modified, for finite
sample size correction, as shown/in colum 2 of Table 1

(reproduced from [3]), where it contains the approximate
. :

critical values of five statistics for certain wvalues of

o, probability of type 1 error.

Table 1 Modifications yielding approximate percentage

points for the statistics D,V,‘WZ,U2 and A

in finite samples of n cbservations:

N Modified forme I}pper percentage points for modified T

Statistic T(D ),T(D),T(V), etc. 15.0 10.6 5.0 2.5 1.0
D+(D") B+(/n+0.12+0.11//n) 0,973 1.073 1,224 1,358 1.518
D D(/n+0.1240.11//n) ©1.138 1,224 1.358 1.480 1.628
v v(/n+0.155+0_124}/n) 1.537 1.620 1,747 1.862 2,001
W2 (wz-o.afnw.é/nz)(1.0+1.0/n) 0.284 0.347 0.461 0,581 0,743
y? (U?-o.lfn+o.1/n2)(1.o+0.8/n) 0.131 0.152 0.187 0.221 0,267
A For all n2 5:% 1.61 1.933 2.492 3.020 3,857

* Marshall (1958) showed that the distribution of A for
n =1 gives resu}tsvremarkably close to the asymptotic

ones, at least in .the upper tail. To £ill the gap Stephens
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carried out a Mcnte Carlo study for =n-= 5 and found the
upper tail asymptotic points to be‘verj close“to the

corresponding Monte Carlo points,

To make classification, we formulate two hypotheses:

(l),.the null hypothese, HO: the\ﬁnknown object is the
given parallelepiped; |

(2) the alfernétive hypotheée, H_: the unknown object

is not the given parallelepiped.

“

de specify « , the probability of type 1 error, say o =
.01 or .05, Picktﬁ;percentagepointsfroﬁ Table i, say
Za . Then we reject H, if the calculated statistic, say
D(v/n + 0.12 + 0.11//n) 1is greater than Z, for some
feature i , 1< i< 14. Note: if we choose D as the

classification statistic, then ell features should use D.

Here we do not use multiple comparsion procedures or analysis

of variance since the observations are not all independent

fdr all features.

[

If we already krow that the unknown object comes from

"ome of k types of objects, k = 2 , then we can classify

th

the.unknown_object into the j type if the weighted sum

of all feature distances (Etatistics), from the sample data

h

to the jt type of objects, is mininum among- all k

weighted sums. :
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6. DISCUSSIONS
We have shown a new classification technique by fitting
sample feature distributions with the theoretical distribu-

tions of a parallelepiped’s edge lengths and angle sizes,

hY
by

The generalization of our proposed principle to the more
Igeneral objects is not trivial. 'For some classes of objects
with clear cuts of. edges and angles say polyhedrons, our
priﬂciple-can be easily applied. But most 3D objects do
HESt have clear cut of edges and angles. However iﬁ many
cases wé can use polyhedral approximation to the object of

interest, Also in some cases we can usc skeleton to represent

the topological property of the object and the skeleton can

- be approximated by linear spline of fixed number of nodes

(see [ 6], [7]1). These approximations need more study.

An obvious application is in industrial automatic
inspection and part selection, where streams of products
are coming out with-raﬁdo? orientations. The deformed
products are classified into defectives, We can fix the
camera at a specified iocation and take pictures of a
particular product (the camera should teep tracking of the

product). Then we can use the procedure discussed above

to make classification.

The computation in the picture process is time critieazal
P _ P I

as oppose to that of the object process which does not requirs



~real time calculations., Given ~nu pictures in the picture

process, the image processing, feature extraction, and normal
normalization are complex ' operations., These operations
can be processed in parallel by using conventional single

instruction multiple data (SIMD) architectures.(see [9]). Th

) X N * * L]
modularity exists .in the architecture*will allow aan ircreasin

large number of n if desired,.
¢
s
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Appendix A. SAS plot of laizl and cosai _ %

.. 1?
‘sTATISTICAL ANALY g !

JoTE: THE JOB TEST HAS BEEN RUN UNDER RELEASE 79.6 G# SAS AT NORTHEAST REGIDH

*%%%%*ﬁ%%*%%*%%ﬁ%*ﬁ*ﬁ%**ﬁ*%%%******%*%%%******%***%*
YOU ARE RUNNING 84S 79. 6 WHICH BECAME THE
DEFAULT VERSION ON JUNE 21, 1982 -

THE GOULD DEVICE DRIVER (DEVICE=GOULD) IS NOW
WORKING. .

THE SASDOC HANDOUT LISTS CURRENT DOCUMENTAT ION
FOR SAS 77.&. THERE IS A LIST OF PROBLEMS THAT
HAVE BEEN FIXED AND NEW FEATURES THAT ARE AVAIL-
ABLE. THESE CAN DE OBTAINED FROM THE CIRCA
CONSULTANT IN 411 WEIL HALL. h

de ok A o ok ok R

SEB &/28/82

ok

[ paTe ONE i ' P
Yi=h; VO=2i ;o
PEL=6QRT (V1#22+V2%%2) i
BETA=ATAN (VR/Y1 )i
YG=—100, ; 20=90; EI==3. 14139/6

o HSU=YQ®COS(FI) + ZO*SINC(FI);
DO_I=i_TO 90
TRITA=2%3. 1415981/90. i
A= 12UDECHS (F1) ~NEL *HSU*SIN(THITA+BETA):
B1=DELACOS( THI TA+BLTA) #Z0;
AS=VIRvErCOS (F1)-DEL*HSURSIN(THITA-BETA);
Bo=DEL #C0% ( THITA-BETA)*Z0;
Y (ATSADTRI#ED) /SORT ((AI*A1+B1#B1) % (ARXA2+B2#B2) )
QUTPUT: _EMD; |
GOPTIONS DEVICE=GRX ROTATE ;i

DATA SET WORK. ONE HAS 90 DBSQRUATIDNS AND 15 VARIABLES. 153 OBS/TRK.
THE DATA STATEMENT UBED 0. 12 SECONDS AND 192K. :

PROC GPLOT i
PLOT Y2THITA/HAXIS = 0 TO 6. 28318 BY .07 CAXIS=BLACK;

‘GYMBOL1 I=SPLINE i

WARNING! DEVICE DRIVER AND PROCEDURE ARE NOT
AT THE SAME LEVEL. ERRORS HAY OCCUR. BEWARE.
PRIVER=02/27/81 PROC=03/26/82

THE PROCEDURE GPLOT USED 0. 337 SECONDS AND 30CK.

55 INSTITUTE INC. :
€45 CIRCLE ; *
BOX 8004 . :
CARY, N.C. 27511-800C

,
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IV ¢ LEVEL 21 MAIN DATE = B2217 12702726
{I3=D{I)+G{Y} '
18 ?F(K.Eﬁ.iiéﬁtﬂiﬁo

=1

07T . ’ :
00 HRITECH, 1013 <ACI), DII, I=1, 91)
2 g?z§9§<§?féqéaa~
183 FORMAT (2F1D. 8)
WRITE(S, 1013 (ACLI}«D(I)s I=1, 91}
STOR
END
dIv ¢ LEVEL 21 MAX

SUSROUTINE mMax (3, & B)

DIMENSION X(400)
g=£(1)
B0 1 I=2, 40
EFCA LT, X(X
IF(E. oT_X(1
i -CONT INUE
- RETURN

END

géﬁUAﬂGi JOB {3023:7022.1:1.0)-'HUANG';CLASS=A

¥REROUTE PRINT REMOTES
Sl EXEC FORTReCE

RAFORTGCE  PROC DECK=NODECK, LOAD=LOAD, OPTIONS=, COMP=TEYFORTX,
XX LRARM=UAP, PLOT=DUMMY ‘, SUBLIB1=‘SYS1. FORTLIG",
XY SUBLIB2=/G5yS1, FORTLIR/, SUBLIBG=/5YS1. FORTLIB 7,
XX : SUBLYE4=-5vyS1. FORTLIB, SUBLIB5="8YS1. FORTLIR *
KXFORT EXEC_PGMN=%4COMP, PARM=‘SDECK, H_0AD, 40P TIONS 7
AXSYSPRINT DD SYSDUT=A

XXSYSPUNCH DD SYSOUT=8 - 3
XXSYSLIN ° DD DEN=L3d IN, UNIT=SYSDA, SPACE=(3100, (152, 76}, . » ROUND),
XX DCB=(RECFM=FB, LRECL=B0, BLKSIZE=3130), DISP=(, PASS}
//FCRT. SYSIN BD & R - -

x%en EXEC_PeM=LOADER, PARM=SLPARM‘, COND=(4, LT: FORT)
XXFTOSFO0L DD DUONAME=SYSIN .

XXFTOLFO0L DD  SYSOUT=A |

KXFYO7FC0L DD SVSOUT=3 |

XXSYSLIB DD DONARME=Z8PL0T

Xy DD DESN=3SUBLIP 1, DISP=8IIR

XX - DD DSN=%SUBL IR, DISP=SHR

X5 DD DSN=8SUB{ IE3, DISP=5HR

XX BD  DSN=5SUBLIR4, DISP=SHR S
XX . BD  DEN=3SUBLIBS, DISP=GI{K

XXSYSLIN DD DSN=%% 1M, DISP=(0LD., DELETE)}

XX DD DDNAME=ORJECT _

XXSYSLOUT DD  SYSOUT=4

XASYSVECTR DD  &PLOY. DEN=2&VECT. UMIT=SYSDA, DISP=(MOD, PASS ),
XX SPRACE=(TRK, (75,10}, RLSE), DCB=BLKSI 2E=2400

XXz DD &PLOT. DSN=GRAPHICS. GOULD. LIBRARY, D ISP=SHR
XXZDUMMY DD DSN=%SUBL 181, DISP=SHR

//7G0,. FTO2FQ01 DD UNIT=SYSDA-DSN=UF.BOOS?OOO.SEB.OB:DISP=DLD
//GD.FTOBFO01 bBD UNIT=SYSDA:BSN=UF.30037000.SQB.HA:DISP=(,CATLG)L

24 DCB={RhCFM=FB:ERECL:Q4:BLK5£ZE=2400?:SPACE=(2400:(3:1)1
//ngsTOEFOGI 13) )] UNi1=SYSDAaDSN=UF.80037000.SES.HB.DISP=(DLD:DELETE)
L
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