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1. Introduction

In recent years there appear several research papers and technical
reports on two-dimensional languages using array grammars [1,3,4,,5,6,8;
10,11,12] . Because of its significaﬁf application in data processing
of two-dimensional patterns this research topic has become more and more
attractingT The purpose of this paper is to point out some mistakes in
N 127 and introduce a new hierarchy of array languages. I adapt the
definitions and terminologies as emoloyed in [1,12],

2, Definitions and Results

Dfn 2.1.. An array grammar (aG) is a quintuple G = (VN,V—fI’[S,#) where

VN-* @ non+terminal set, VT Xg, VTj\ﬂVN = @ terminal set;-#'ﬁ VN[J VT
blank sy@bol,-s E,Vﬁ start symbol an@ P is a set of production (oxr rewriting
or generating) rules. Each member of P is of the form cﬁ—£>f3 and can be
explained as follows : let J' beAa.finite connected subset of—'12: where

I is the set of integers. Let i € 12 . Then{ and fs.axe,mappiﬁgs from

3 into v U VN,U{#}=V >if olli) =a €V, then B(i) =a, i.e.




term_inals are never rewiti-;en.

An array A is a mapping : 12—-—> V. A production rule o -5 16 is
applicable to ‘A if a translation « of the domain J of o 5 A I(J =l .
We say A directly produces A' (or A" is directly derivable from A),
wriltten‘ as lA-@A', if for of-:"‘ﬂ applicable to A I’(J =45l » A’ I(J =ﬁ
and A' I(Iz_(gr) =2 I (1:2— {J3). Let é be the transitive closure of =.
Then for A'é B, B is said to be derivable from A and is called a
sentential form.

An initial array AS is a mapping I ~—> -{#,S} 9{i IAS(;{_) = S} isg
a singleton. A terminal array AT is a mapping form 12 into VT U {#}.

-

1
the array language generated by an AG is L{G) = {-B l Ag => B, B terminal} .

»

B is also called a sentence of the grammar.

In order to avoid a shearing effect [10] , in each rule of >, o and
/6 are isotonic, i.e: geometrically identical. B2An AG is called monotonic
if. it can never erase, i.e. if for each rule 01.9}6 ' /5(:'.) = # then
o (i) = #.
Dfn 2.2. Define the weight of an array W(A) to be the number of non #

in the array. We say an AG is'guasi~monotonic if for every rule ol-—) )6 p

W) 2 Wld).

‘DEn.2.3. An array language. is said to be recursive if there exists an

algorithm for recoghizing the language. An array language is said to be

recursively enimerable if there exists an effective procedure to list all

and only all members of the array.
Now the author wants to show that inl[ 127 Theorem 2.2 (The class of

quasi-monotonic array languages (OZD (qu)') is recursive) and Theorem 2.3



(There exists a recursive arréy language I which is not quasi-monotonic)
are both wrohg. .
This is due-to the fact that there ig ﬁo requirxement in the paper
that termina} arrays Qﬁ sentential forms need be connected. Therefore
the non-# symbols can be separated by an arbitrary number of #'s ind the
number of arfays of-weiéht § is infinite. ﬁhis,capability can be used

to simulate a finite automaton with a fixed number of counters. For

- instance, a counter can be simulated by a row of the array of the form

a# ##EHED

where the number of #'s between -a and b represents the value‘of'the
comter. The array grammar can increment the cougter, decrement the countex,
and test for zero. It is well known [2] that finite automaton with two
counters can simulate Turing machine and hehge reocgnize all recursively

.enumerable sets. Therefore Theorem 2.2 and Theérem 2.3 are both wrong
and should be modified as follows :

_'Thebrem ﬁ.ﬁ of ilZ] : The class of-quasi-ﬁonotonic arré& language (cﬁf(qu))
s not recursive .but identical to the class of isotonic array lariguages
(Z6).

‘Theorem-z.B of [12] = There exists an array language L -which is recursive
‘but not monotonic. |

From the above, Theorem 2.6 of [12j should‘also'be modified as follows :
Theorem 2.6 of [12] : ,,-;‘_p(G'm)' __,C‘_z(.recuxsivé)g‘_g('(_;@) = o (Gp)

= oF (recursively enumerable)




of non-# symbols between every palr -of non-—#symbols.

3. A New Hiexarchy.

In this 'section the author intends to find a new hierarchy of array
grammars and languages.

Dfn 3.1 An array is connected’ (rOOkWJ.se-connected) if there is a path

Dfn 3.2 Let G = (V, V., Py ,S,#) be an isotonic array grammar.
(1) G is of Type O (isotonic, IAG) if there are not restrictions on P,

(2) G is of Type 1 (monotonic, MAG) if both sides of each rule are

‘connected and the image of each left-side syinbol is'in VN U VT; that is,

#1's cannot be created.

(3) G is of Type 2 (context-free, CFAG) if it is monotonic and thAe left
side‘cohﬁains exactly one nonterminal symbol in a field of #'s y

(4) G is of Type 3 {regular, RAG) if ever& réwriti_ng rule is of the form

' ‘ . L W -B A a -

#A —> Ba , A¥ ~->8aB , A #"9B' or A —>a
where A,B € Vi .and a 6. Vipe
Let JIAL, MAL , CFAL and RAL: denote the isotohilc:, monotonic, context-free R

and regular arxay languages, reépectiv_ely.
Milgram and Rosenfeld [ 5] ‘defined Type 0 and Type 1 grammars and

defined array acceptors for the COIrespond:Lng languages. They also showed

‘that the family of MALs (- & (MAL)) is propely contalned in the family of

1aLs ( of(IAL)) . In fact o?f(IAL)_:- A&,/’(GI)= g (recursively enumerable) .
Rosenfeld [6] also showed that o?.p(Gm) = cf {MATL) - in [ 9] Rosenfeld
and M:ngram gave several definitions of RAG's and finite state array -

acceptors, but were unsuccessful in obtaining a natural characterization

of each as in the string case. They did not define CFAG's or any class of



array grammars between_monotonic. and regular. However, later in L 1]

Cook and Wang. did define Type 2 (CFAG)and found a Chomsky hierarchy,

that is ¥ (RAL) _,C; oZo(CFAL) _.C, _ Lmar) | 5 F(IAL). 1In this section,

I will introduce a new type of array grammars called“extended regular
array :_;::'amm_su.:l (ERAG) and'complefe the Chomsky hierarchy of isotonic

" array grammar#; o

Dfn 3.3 An arfay gi:ammar.G is of Type 3' (extented regular, ERAG) if

every rewriting rule is of the fbrm of eitﬁer Type 3 or

' # _a A B
#A%aB,,AA#--}_Ba_,_A,—-)B, ?J?‘#-'}a.'
Let ERAL denote the extended regular array languages. -
Theorem 3.1 Thi:_j family of Type 3" languages ( cf .(ERAL})‘ pProperly
contains the family of Type 3 languages ( % (RAL)).

#

' o . ¥ a o .
Proof : The language g‘ g % is not generated by any Type 3 grammar

(Cook’ and Wa,ng [1] ) but is generated by the folluwing Type 3' grammar :

G.'= ( {SIArIB s C r.D}-r_{'a}'r P, S, #)

: _ 3 o_a . C D :
whereP——{S#-aAa,A-—BB, #B-—}acg#—>a: D-%ta}

.Q. E. D.

Theorem 3.2 E oZ (ERAL) is.prbperly-contained in Jf {CFAL) .

# # a # #
¥ # a # ¥ ) , ,
Proof : The landguage g.g a ; g is not generated by any ERAG,
a
# % a ¥ # $ % 4 88
- : o #8448 H
but is generated by the following CFAG : G = | w.g'} r ja A B #S #ﬁ
' ¢ # # # &
EEERS
# # a##
_ ##ad#
—>3 aaaaa 5, #).
# % ad## P
## a##




We thus complete a Chomsky hierarchy of isotonic array languages, that is
Theorem 3.3 P (RAL) $ L(ERAL) £ L(cran) & Fman) € .98 (1an)

Proof : From Theorem 3.1, Theorem 3.2 and Cook and Wang [ 1]} . oq.E.D.

4. Discussion and Conclusions,

We have just completed a new Chomsky hieraréhy of isotonic array
languages by introducing a new type of array grammars,between context free‘
and regular. In fact,:the following pbservations are quite interesting because
they contradict to the aspects in one-dimensional string case :

(1) ERAG;s are more pbwerfﬁl than RAG's (Theorem 3.1), whereas in 1-d
case, the grammars of the forms of Type 3is equivalent to ‘the grammars of the
forms of Type 3' [2] .

| {2) The family of ﬁRAL's does not contain all finite arrays (as witnessed
in Theorem 3.2), ‘whereas in 1-d case, the family of regular languages contains
all finite String.langﬁagesﬁ?] .

These resplts.reconfifm the diaiﬁ made By Rosenfeld [ 7] that finite
state two-dimensional 1apguageé-are considerably more complicated and much
less well—behav;d than_their one-diménsiqnal_counterparts. It is the author's
hope and beligf-that more interesting aspects will be found and that more
interesting types of array 1apguages as well as their recognition counterparts

will be established.
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