
Transfer Learning in Text,
Multimedia and Social Networks

Today’s data mining and machine learning applications must deal with the 

problem caused by a lack of high quality, annotated data.  An effective solu-

tion to solving this problem is to borrow knowledge from other related but 

different domains.  In this talk I give an overview of our recent work on 

transfer learning, which aims to extract knowledge from auxiliary domains 

that may have different data distribution and feature representations.  I will 

first trace back to some early works in Artificial Intelligence, including learn-

ing by analogy.  I will then discuss the questions of when, what and how to 

transfer the knowledge between domains, and present our current work on 

applying transfer learning to text mining, image classification and link pre-

diction.  I will conclude by discussing the potential impact of transfer learn-

ing research on some outstanding problems in artificial intelligence.
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