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ABSTRACT

We propose Binary/Appearance Tracker which consists of

background subtraction, silhouette similarity and particle fil-

ter to infer pedestrians’ locations under different occlusion

situations with a single camera. During the period of occlu-

sions, binary and color silhouettes are adaptively used to ef-

fectively measure the similarity between the observation and

the possible combinations of silhouettes. Thus, the occluded

pedestrians’ locations can be simply located by the most pos-

sible combination of silhouettes. The experimental results

show that the proposed BATracker can track people success-

fully even though she/he is fully occluded.

Index Terms— Particle filter, Multiple people tracking

1. INTRODUCTION

This paper presents a pedestrian tracking approach, particu-

larly for occlusion situations. Pedestrian tracking is impor-

tant for vision-based surveillance applications. For the past

decade, general object tracking methods have been proposed

[1]. Many methods [2][3][4][5] used an appearance model to

track objects, but the appearance model is easily affected by

illumination changes, which cause the tracker to drift. Be-

sides appearance, shape is another popular information used

for tracking [6][7], but it suffers from the intrinsic variance

[3] caused by the pose changes of moving people.

Another difficulty in pedestrian tracking is occlusion. To

handle the occlusion problem, [2] assumes a constant motion

model to predict the possible locations of the occluded ob-

jects in the next frame. The constant motion model cannot

describe human motions well in real environments, particu-

lar in crowded scenes. To improve pedestrian tracking under

occlusions, particle filter (PF) with inertia motion model is

used to predict pedestrians’ trajectories [4][5]. A recent novel

pedestrian-tracker [4] relies on the confidence of the pedes-

trian detector, online classification and PF to infer pedestri-

ans’ locations, but it requires prior knowledge that has to be

learned for a period of time before it starts detection. In [5],

the ellipse template, appearance model and PF are cooper-

ated to deduce the occlusion relationships between multiple

Fig. 1. The columns show some examples of different occlu-

sion situations, where t1 is the case of non-occlusion, t2 and

t5 show the case of slight occlusions, and t3 and t4 present

the case of heavy occlusions, respectively. Rows (a) and (b)

show the colored silhouettes and binary silhouettes, respec-

tively. Note that, for the slight occlusion case (t2 and t5),

shape information (row (b)) is sufficient enough to infer the

pedestrians’ locations (as shown in row (c)). However, for the

heavy-occlusion case (t3 and t4), combination of both shape

and appearance information (row (a)) will be necessary.

people. The ellipse shape, however, cannot model the human

shape precisely due to intrinsic variances.

In this paper, we propose a silhouette-based tracking

method, called Binary/Appearance Tracker (BATracker),

where binary and appearance are referred to the shape and

color-appearance information, respectively. We use the fore-

ground blobs (or called silhouettes) to infer pedestrians’ lo-

cations by PF under different occlusion situations, so that the

multiple occluded-pedestrians tracking problem can be han-

dled with a single camera. The silhouette-based approach is

more suitable for human shapes than the ellipse-based model

[5], where the silhouettes are obtained from background sub-

traction [8] in our work. The used information is adaptive to

the following situations:

(1) Non-occlusion: The tracking problem is reduced to a

simple blob association problem.
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(2) Slight occlusion: We only use the shape information

(i.e. binary silhouette) for tracking, since the overlapped

shapes can be informative for pedestrian location inference.

This is motivated by [6].

(3) Heavy occlusion: Using only the shape information is

not sufficient. We additionally exploit the appearance infor-

mation, that is, the colored silhouette, for tracking.

Fig. 1 gives an illustration of the above situations. In this

paper, we propose a PF-based approach that can adaptively

deal with the above situations by switching the type of in-

formation used in our approach. An efficient method is thus

conducted to handle pedestrians’ occlusions under different

situations for tracking.

2. OVERVIEW

As mentioned above, BATracker tracks occluded pedestri-

ans via inference in different situations. For a coming video

frame, foreground pixels obtained from background subtrac-

tion are grouped into foreground silhouettes (FS) according

to the connectivity after morphological operations. As no

occlusions, an FS in the current frame is simply associated

to its nearest FS (in terms of the distance between their cen-

troids) for tracking. When occlusions occur, we consider the

probability distribution of hypothesized silhouettes, and try

to find the maximum likelihood hypothesis by using PF. For

example, as shown in Fig. 1, the silhouettes in five consecu-

tive frames t1, t2, t3, t4, t5 are shown in each column. Two

silhouettes exist in frame t1, but they are occluded in frames

t2, t3, t4, t5. We name the silhouettes in frame t1 as initial

silhouettes St1 = {s1t1 , s2t1} and the silhouettes in frames

t2, t3, t4, t5 as Ot2 , Ot3 , Ot4 , Ot5 , respectively. During the

occlusion period, we want to infer the people locations from

St1 and Otn , where tn ∈ {t2, t3, t4, t5}. Note that, although

the above example is illustrated for two-people occlusion

case, the symbols and terms can be easily generalized for

multi-people occlusion cases.

3. ADAPTIVE PF BASED ON LIKELIHOOD
SWITCHING

In this work, we use an ordered sequence as a layered rep-

resentation of the overlapped silhouettes. A silhouette se-

quence σ =
(
s1, s2, ..., sM

)
is employed to define the situ-

ation that these silhouettes are overlapping to each other and

sk is above sl if k < l. Given a silhouette sk, the opera-

tion sk + v stands for shifting the silhouette by a 2D vector

v = (vx, vy). The symbol Hσ defines the region covered by

the overlapped silhouettes. For example, consider the initial

silhouettes {Y,G} shown in Fig. 2(a). Figs. 2(b) and 2(c)

show the overlapped silhouettes σ1 =
(
Y + v11 , G+ v21

)
and

σ2 =
(
G+ v12 , Y + v22

)
, respectively, for different motions

(v11 , v21 , v12 and v22). Figs. 2(d) and (e) are the regions cov-

ered by the overlapped silhouettes, (i.e., Hσ1
and Hσ2

), with

respect to Figs. 2(b) and (c), respectively.

Fig. 2. An example of the overlapped silhouettes. (a) repre-

sents two silhouettes. The left yellow-silhouette is named Y
and the right green-one is called G. (b) and (c) show two ex-

amples of the overlapped silhouettes σ1 and σ2 with respect

to different motion speeds and orders, respectively. (d) and

(e) show Hσ1 and Hσ2 , respectively.

3.1. Hypothesis Generation by PF

The state in our work is represented as an ordered sequence

defined above. Given the observation at frame t, Ot, we

would like to infer the most likely overlapped silhouettes, σ∗
t ,

that generates Ot. Let Ot = (O1, O2, ..., Ot) denotes the his-

tory of observations from the first frame to the t-th frame. PF

uses a set of samples, or particles, {σi
t}Ni=1, to approximate

the posterior distribution p
(
σt|Ot

)
defined as follows:

p
(
σt | Ot

) ≈ N∑
i=1

wi
tδ(σt − σi

t), (1)

where δ is a Dirac-delta function. In the bootstrap filter, the

state transition probability is used as the important distribu-

tion, so that the associated un-normalized weight w̃i
t satisfies

w̃i
t ∝ w̃i

t−1p
(
Ot|σi

t

)
, where p

(
Ot|σi

t

)
is the likelihood func-

tion. More details of PF can be referred to [9].

Assume that σi
t−1 = {s1, s2, ..., sM}, to propagate the

state of the particle, the transition probability p
(
σi
t|σi

t−1

)
is

defined by the random-walk motion as follows:

σi
t =

(
s1 + v1i , s

2 + v2i , ..., s
M + vMi

)
, (2)

where

vki = (vx, vy)
k
i ∼ N(0,Σ),Σ = diag (V ar, V ar) , (3)

and V ar is a constant variance.

3.2. Likelihood

The likelihood p
(
Ot|σi

t

)
employed in this work is adaptive to

the occlusion situations as introduced below.

3.2.1. Binary-Silhouette Likelihood

The binary-silhouette likelihood measures the shape similar-

ity between the Ot and σi
t based on difference and intersec-

tion sets, as shown in Fig. 3. Let H = Hσi
t

be the region

covered by the overlapped silhouettes. The binary-silhouette

likelihood pb
(
Ot|σi

t

)
is defined as follows:

pb
(
Ot|σi

t

) ∝ fb (R1)

wσ
t .fb (R2) + wO

t .fb (R3)
, (4)

R1 = H ∩Ot, R2 = H ∩Ot, R3 = H ∩Ot,
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Fig. 3. The likelihood of binary silhouette. (a) presents the

binary-silhouette of the Ot. (b) shows the binary-silhouette

of the σi
t. (c) is the binary-silhouette likelihood. The area

with slash line is R1, the area with vertical line is R2, and the

area with horizontal line is R3.

Fig. 4. The likelihood of color silhouette. (a) presents the

color-silhouette of the Ot. (b) is the color-silhouette of the σi
t.

(c) shows the color-silhouette likelihood. The yellow contour

stands for the Ot, and the green contour represents the σi
t.

where fb (R) denotes the number of pixels within the region

R ∈ {R1, R2, R3}. H and Ot are the complement sets of

H and Ot, respectively. wσ
t and wO

t are the weights balanced

between the hypothesis and the observation. In our imple-

mentation, wσ
t = wO

t = 1. Hence, (4) can be simplified as:

pb
(
Ot|σi

t

) ∝ fb (R1) fb (R2 ∪R3)
−1

. (5)

3.2.2. Color-Silhouette Likelihood

As shown in Fig. 4, the color-silhouette likelihood is mea-

sured based on both the shape and color-appearance similari-

ties between Ot and σi
t. Let fc (R1) be the following measure

that computes a normalized difference between the colors of

Ot and σi
t in R1,

fc (R1) ∝
∑

x′,y′∈R1 ‖σi
t(x

′, y′)−Ot(x
′, y′)‖2√∑

x′,y′∈R1 ‖σi
t(x

′, y′)‖2 ∑x′,y′∈R1 ‖Ot(x′, y′)‖2
,

(6)

where σi
t(x

′, y′) and Ot(x
′, y′) are the RGB colors at the

pixel (x′, y′) of σi
t and Ot, respectively. Then, the color-

silhouette likelihood pc
(
Ot|σi

t

)
is defined as

pc
(
Ot|σi

t

) ∝ fc (R1)
−1

fb (R2 ∪R3)
−1

. (7)

3.2.3. Switched-Silhouette Likelihood

The binary-silhouette likelihood has less computation cost

than that of the color-silhouette likelihood, but it cannot dis-

criminate heavy occlusions, as shown in Fig. 1 column t3
and t4. To deal with heavy occlusions, the color-silhouette

likelihood enumerates all the initial silhouette’s permutation.

Hence, a switched-silhouette likelihood is proposed to handle

the slight and heavy occlusions accordingly. The switched-

silhouette likelihood ps
(
Ot|σi

t

)
is defined as:

ps
(
Ot|σi

t

)
=

{
pc

(
Ot|σi

t

)
if d ≥ dt

pb
(
Ot|σi

t

)
otherwise

(8)

where dt is the occlusion threshold and d = St1

Ot
measures

of occlusion situation determined by the ratio of the initial

silhouettes and the Ot. In our implementation, dt = 1.2.

Finally, σ∗
t is the tracked result of pedestrians’ locations and

is estimated as follows:

σ∗
t = arg

N
max
i=1

ps
(
Ot|σi

t

)
. (9)

4. EXPERIMENTAL RESULTS

To validate the proposed BATracker, we compare our method

with Meanshift [10], Template Matching (Template) [11] and

MILTracker [2] on three indoor video sequences1, Seq1, Seq2

and Seq3. In our consideration, the background in all video

sequences are removed in advanced. The number of particles

applied to BATracker is set as N = 30 per silhouette. To

evaluate the tracking performance, we use the mean position

error (MPE) defined as follows:

MPE =

∑
s∈S |T (s)−G(s)|

NS
. (10)

where |.| denotes L1-norm and NS indicates the number of

pedestrians in the pedestrian set S. T (s) and G(s) indicate

the tracked 2D position and the ground truth position of the

pedestrian s, where the ground truth is labelled manually.

The MPE results for each method are shown in Table.

1, and the numbers of frames in all sequences are shown as

well. Meanshift relies on matching target’s color histogram

and Template searches for the most similar region, to avoid

to mis-update the online information, both methods do not

update the target’s appearance model during the period of oc-

clusions. However, the intrinsic variances and severe occlu-

sions cause serious miss-tracking of the target. MILTracker

drifts when severe occlusions or scale variances occur due

to mis-updating the online information. By cooperating the

silhouette combination and PF, the proposed BATracker suc-

cessfully tracks the target even under severe occlusion situa-

tions. By switching binary and color-appearance silhouettes

adaptively, BATracker locates the target efficiently. The snap-

shots of tracking results of Seq1, Seq2 and Seq3 are shown in

Fig. 5, Fig. 6 and Fig. 7, respectively. In these figures, (a), (b),

(c) and (d) are the outcomes of MILTracker, Meanshift, Tem-

plate and BATracker, respectively. Because BATracker suc-

cessfully locates the pedestrians’ positions, the MPE perfor-

mance of BATracker outperforms all of the compared tracking

methods even under serious occlusions.

1Demo and original videos are available at:

http://imp.iis.sinica.edu.tw/ivclab/research/batracker/index.html
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Table 1. The compared MPE performances with different

video sequences and different tracking methods.

Seq1 Seq2 Seq3

# frames 239 56 220

MILTracker 18.27 56.82 34.22

Meanshift 23.46 24.92 27.51

Template 16.56 41.24 16.45

BATracker 3.49 4.39 4.24

5. CONCLUSION

In this paper, we proposed an approach to infer pedestrians’

locations by considering binary-color silhouette similarity

with PF. To achieve better tracking performance, the com-

bination of silhouettes and the observation are considered to

track pedestrians under different occlusion situations. For

better tracking efficiency, the binary and color silhouettes

are switched adaptively. The experimental results showed

that BATracker outperforms the existing tracking methods

we adopted for comparison. In the future, the scale and

illumination variances will be considered in our approach.
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Fig. 5. The compared tracking result in Seq1. Each row illus-

trates the snapshots #104, #111, #116 and #122.

Fig. 6. The compared tracking result in Seq2. Each row

shows the snapshots #110, #117, #120 and #124.

Fig. 7. The compared tracking result in Seq3. Each row con-

tains the snapshots #86, #101, #121 and #131.
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