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Automatic Phoneme Alignment ProblemAutomatic Phoneme Alignment Problem

Context attitude In "A good attitude is unbeatable"
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HMM/SVMHMM/SVM--based Twobased Two--stage Frameworkstage Framework
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Feature ExtractionFeature Extraction
Each frame represented by a 45-dim vector:

39 MFCC-based coefficients
Ze o c ossing ateZero crossing rate
Bisector frequency
Burst degree
Spectral entropy 
General weighted entropy
Subband energySubband energy

Two features are extracted for each hypothesis boundary:
Symmetrical Kullback-Leibler distance
Spectral feature transition rate

Each hypothesized boundary is represented by a 92-dim
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Training Data for Boundary ClassifierTraining Data for Boundary Classifier
5

Positive samples: the feature vectors associated with the true 
phone boundaries
Negative samples: the randomly selected feature vectors at 
least 20ms away from the true boundaries

Classification Negative Negative Positive However, this classification-based 
Model

g
Instance InstanceInstance

,
method has two drawbacks
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First Drawback: First Drawback: Losing Information (1/2)Losing Information (1/2)
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Only information about the boundary and far away non-
boundary signal characteristics is used

What about the information nearby the boundary?

Classification
Model

Negative 
Instance

Negative 
Instance

Positive 
Instance
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First Drawback: First Drawback: Losing Information (2/2)Losing Information (2/2)
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Preference ranking
Instances extracted from the true boundaries: high preference
Nearby instances: medium preference
Far away instances: low preference

Classification
Model

Negative 
Instance

Negative 
Instance

Positive 
Instance

Preference 
Ranking Low LowHighMid Mid
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Second Drawback : Second Drawback : Imbalanced TrainingImbalanced Training
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A lot of negative instances but only a limited amount of 
positive instances

General classification algorithms will be biased to predict all 
instances to be negative

Since they are learned to minimize the number of incorrectly classified 
instancesinstances
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Boundary Refinement as a Ranking Problem

Learn a function H: X → R where H(xi) > H(xj) means that 
instance xi is preferred to xj

The hypothesized boundary closed to the true boundary 
h ld h hi hshould have higher score

We only care about relative orderWe only care about relative order
Correct order: A-B-C-D
OK: {A:-100, B:-10, C: 0, D:1000}OK: {A: 100, B: 10, C: 0, D:1000}
OK: {A: 0.1, B: 0.3, C: 0.4, D: 0.41}

We exploit two learning-to-rank methods:
Ranking SVM

2010/12/01

RankBoost



10

Ranking SVM

Optimization problem:
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The training instances are given in ordered pairs  
means that      should be ranked higher thanji xx f ix jxgji i j

2010/12/01



11

RankBoost

hT(x)Training Sample Pairs
Weight on Instance Pairs Dt
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RankBoost

hT(x)Training Sample Pairs
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.. Final Classifier:
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Generation of Training PairsGeneration of Training Pairs
13

Four ordered ranking lists generated from each true boundary

True Boundary

…… ……

Tx 1+Tx1−Tx1x 2x 2−Tx 2+Tx 1−Nx Nx
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Generation of Training PairsGeneration of Training Pairs
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Four ordered ranking lists generated from each true boundary

……(1)

……(2)

……

( )

(3)

……

( )

(4)
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Generation of Training PairsGeneration of Training Pairs
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Couple the preferred instances with each remaining instance

……(1) ,..., 21 −− TTTT xxxx ff

……(2) ,..., 3121 −−−− TTTT xxxx ff

……

( )

(3) ,..., 21 ++ TTTT xxxx ff

……

( )

(4)

,, 21 ++ TTTT

,..., 3121 ++++ TTTT xxxx ff

2010/12/01

……(4) ,..., 3121 ++++ TTTT xxxx



16

PhonePhone--TransitionTransition--Dependent RankerDependent Ranker

Training data is always limited
Cannot train a ranker or classifier for each type of phone transition

Many phone transitions have similar acoustic characteristics, 
we can partition them into clusters

The phone transitions with little training data can be covered
by the rankers or classifiers of the categories they belong to

Two methods for phone transition clustering:
b d l ( )K-means-based Clustering (KM)

Decision-tree-based Clustering (DT)
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Experimental SetupExperimental Setup
TIMIT corpus (dialect sentences are excluded)

Training set: 3696 utterances
T ti t 1312 ttTesting set: 1312 utterances

Initial segmentation by HMM-based forced alignmentInitial segmentation by HMM based forced alignment

In the refinement phase, 5 hypothesized boundaries p , yp
extracted every 5 ms around the initial boundary within ±10 
ms will be examined by Ranking SVM and RankBoost
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Experiment ResultsExperiment Results

Method Mean Boundary 
Distance (ms)

% Correctness

<10ms <20ms

HMM 7.14 81.57 93.73

Linear SVMKM 6 84 83 51 93 85Linear SVMKM 6.84 83.51 93.85

Linear SVMDT 6.89 83.44 93.79

RBF SVMKM 6.75 84.00 94.33

RBF SVMDT 6.83 83.70 94.12

Linear RankSVMKM 6.62 83.89 94.17

Linear RankSVMKM 6.76 83.90 94.016.76 83.90 94.01

RankBoostKM 6.66 84.20 94.14

RankBoost 6 66 84 13 94 11
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ConclusionConclusion
19

We have presented a ranking-based boundary refinement 
approach to refine the hypothesized phone boundaries given 
by the HMM-based Viterbi forced alignment

We have described how to generate the training instance 
pairs for training the ranking SVM and RankBoost

The experiment results on the TIMIT corpus show that the 
proposed ranking based approach outperforms theproposed ranking-based approach outperforms the 
conventional classification-based approach
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Thank you!Thank you!a youa you
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